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a Specific Aims
The primary aim of this proposal is to describe and automatically recognize the audible and visible correlates of phonological contrasts as produced by persons with spastic dysarthria. In order to meet the primary aim, this investigation will:

1. enroll a total of 16 subjects with dysarthria and 16 control subjects,
2. record each subject's production of phonetically balanced and pragmatically useful speech material using our AVICAR array of eight microphones and four video cameras,
3. measure the acoustic and visible correlates of consonant place of articulation, including formant locus, frication spectrum, lip aperture area, and jaw height,
4. develop automatic audio-only and audiovisual isolated word recognition algorithms, and
5. record each subject's participation in an objective comparison of audiovisual speech recognition, audio-only speech recognition, and typing as text input methods for human computer interface.

Subjects whose neuromotor deficit precludes or hinders their use of a keyboard may nevertheless retain some control over speech articulators. Our preliminary data demonstrate that subjects with 19-30% intelligibility (as rated by human listeners) may nevertheless achieve 90-100% recognition accuracy in an automatic isolated digit recognition task. We have found that the use of visual information improves recognition accuracy for subjects without dysarthria; we propose to extend these results to subjects with dysarthria. Reliable audiovisual speech recognition could dramatically improve the lives of subjects whose neuromotor impairment impairs their ability to use any existing human computer interface.

b Background and Significance
Automatic dictation software with reasonably high word recognition accuracy is now widely available to the general public. Many people with gross motor impairment, including some people with cerebral palsy and closed head injuries, have not enjoyed the benefit of these advances, because their general motor impairment includes a component of dysarthria: reduced speech intelligibility caused by neuromotor impairment. These motor impairments often preclude normal use of a keyboard. For this reason, case studies have shown that some dysarthric users may find it easier, instead of a keyboard, to use a small-vocabulary automatic speech recognition system, with code words representing letters and formatting commands, and with acoustic speech recognition models carefully adapted to the speech of the individual user. Development of each individualized speech recognition system remains extremely labor-intensive, because so little is understood about the general characteristics of dysarthric speech. We propose to study the general audio and visual characteristics of articulation errors in dysarthric speech, and to apply the results of our scientific study to the development of speaker-independent large-vocabulary and small-vocabulary audio and audiovisual dysarthric speech recognition systems.
Table 1: Phoneme production errors in dysarthria, as reported in [46], listed together with the distinctive feature or features changed by the given phoneme substitution [83]. Phoneme labels are given in ARPABET notation [98].

<table>
<thead>
<tr>
<th>Articulatory Deficit</th>
<th>Distinctive Feature(s)</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>tongue positioning</td>
<td>blade</td>
<td>T vs. K</td>
</tr>
<tr>
<td>tongue blade position</td>
<td>anterior</td>
<td>SH vs. S</td>
</tr>
<tr>
<td>oral-laryngeal timing</td>
<td>spreadglottis</td>
<td>T vs. D</td>
</tr>
<tr>
<td>degree of closure</td>
<td>continuant</td>
<td>T vs. S</td>
</tr>
<tr>
<td>degree of closure</td>
<td>sonorant</td>
<td>P vs. M, K vs. NG</td>
</tr>
<tr>
<td>vowel articulation</td>
<td>advancedtongueroot</td>
<td>UW vs. UH</td>
</tr>
<tr>
<td>vowel articulation</td>
<td>reduced, front</td>
<td>AE vs. AX</td>
</tr>
</tbody>
</table>

b.1 Prevalence of Dysarthria

Speech and language disorders result from many types of congenital or traumatic disorders of the brain, nerves, and muscles [6]. Dysarthria refers to the set of disorders in which unintelligible or perceptually abnormal speech results from impaired control of the oral, pharyngeal, or laryngeal articulators. The specific type of speech impairment is often an indication of the neuromotor deficit causing it, therefore speech language pathologists have developed a system of dysarthria categories reflecting both genesis and symptoms of the disorder [17, 18, 24]. The most common category of dysarthria among children and young adults is spastic dysarthria [59]. Symptoms of spastic dysarthria vary from talker to talker, but typical symptoms include strained phonation, imprecise placement of the articulators, incomplete consonant closure resulting in sonorant implementation of many stops and fricatives, and reduced voice onset time distinctions between voiced and unvoiced stops.

We are interested in spastic dysarthria because it is the most common type of severe, chronic speech disorder experienced by students at the University of Illinois, as well as being one of the most common types of dysarthria generally [59]. Spastic dysarthria is associated with a variety of disabilities such as, but not limited to, cerebral palsy and traumatic brain injury [17, 18, 24]. 0.26% of all seven-year-old children in the United States have moderate or severe cerebral palsy, and an additional 0.2% are reported to have mild cerebral palsy [54]. Adults with cerebral palsy are able to perform most of the tasks required of a college student, including reading, listening, thinking, talking, and composing text: in our experience, their greatest handicap is their relative inability to control personal computers. Typing typically requires painstaking selection of individual keys. Some students are unable to type with their hands (or find it too tiring), and therefore choose to type using a head-mounted pointer. Many students with noticeable dysarthria are less impaired by their dysarthria, in daily life, than by their inability to use computers.

b.2 Audible and Visible Correlates of Speech Error in Dysarthria

The speech impairments resulting from spastic dysarthria are neither arbitrary nor unpredictable; indeed, van Santen and his colleagues demonstrated a dynamic systems model of vowel distortion under dysarthria [92]. Table 1 lists a number of specific phoneme substitutions errors attested in the literature [46]. As emphasized by the organization of the table, most of the specific impairments reported in the literature can be characterized as imprecision in the implementation of one or two distinctive features; e.g., /t/ → /k/ is a mistake in the place of articulation of the stop. This proposal will use the term “phonologic feature” to mean any binary classification of the set of all possible phonemes or prosodic contexts (including prosodic features, and including the presence vs. absence of articulatory gestures [5]), while the term “distinctive feature” will refer to the particular set of features proposed by Miller & Nicely [65], as renamed and expanded by Stevens [83].

As shown in Table 1, phoneme production errors reported in the literature seem to be primarily errors in the production of one distinctive feature. Table 1 is much too small to draw such a conclusion with any confidence, so in preparation for this proposal, we phonetically transcribed four long recordings from [2]: a phonetically rich read paragraph (the “grandfather passage”), and three diadokinesis sequences (each consisting of twenty to thirty
Table 2: Pronunciation errors found in paragraph reading and diadokinesis, one male talker from [2], phonemically transcribed at the University of Illinois. Phonemes are labeled using ARPABET notation [98].

<table>
<thead>
<tr>
<th>Phonemes</th>
<th>Count</th>
<th>Distinctive Features</th>
<th>Phonemes</th>
<th>Count</th>
<th>Distinctive Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>P → B</td>
<td>31</td>
<td>spreadglottis</td>
<td>NG → N</td>
<td>1</td>
<td>blade</td>
</tr>
<tr>
<td>T → D</td>
<td>24</td>
<td>spreadglottis</td>
<td>Z → N</td>
<td>1</td>
<td>sonorant, continuant</td>
</tr>
<tr>
<td>K → G</td>
<td>19</td>
<td>spreadglottis</td>
<td>K → NG</td>
<td>1</td>
<td>sonorant, continuant</td>
</tr>
<tr>
<td>P → M</td>
<td>2</td>
<td>sonorant</td>
<td>F → H</td>
<td>1</td>
<td>sonorant, continuant, lips</td>
</tr>
<tr>
<td>S → Z</td>
<td>1</td>
<td>spreadglottis</td>
<td>AA → AX</td>
<td>1</td>
<td>reduced</td>
</tr>
<tr>
<td>T → N</td>
<td>1</td>
<td>sonorant</td>
<td>AE → AX</td>
<td>1</td>
<td>reduced</td>
</tr>
<tr>
<td>Z → D</td>
<td>1</td>
<td>continuant</td>
<td>D → DX</td>
<td>1</td>
<td>reduced</td>
</tr>
<tr>
<td>ZH → Z</td>
<td>1</td>
<td>anterior</td>
<td>IH → AX</td>
<td>1</td>
<td>reduced</td>
</tr>
</tbody>
</table>

intended repetitions of the same syllable; the intended syllables were “puh,” “tuh,” and “kuh”). All four passages were read by one male talker diagnosed with moderate spastic dysarthria. All words in the grandfather passage whose pronunciation differed from that given in a standard American English pronunciation dictionary [47] were marked as “errors;” likewise, all consonant closures produced during diadokinesis as anything other than the target unvoiced stop were marked as errors. Table 2 lists all substitution errors found in this corpus; deletion errors are not listed, and there were no insertion errors.

Human speech perception is essentially a multimodal process. McGurk and MacDonald first demonstrated, in 1976, that audible and visible perceptual cues for any given speech contrast are integrated pre-linguistically, so that a listener watching a video presentation may “hear” different phonemes than a listener hearing an audio-only presentation, even if the listener watching the video believes that she is attending only to the audio channel of presentation [63]. Multimodal speech perception has been described as a special case of general processes that subsume perception into the task of tracking an organism’s natural environment [25]; the neural processing algorithms involved are proposed to be a special case of general pre-conscious evidence-combination algorithms [62].

It has been demonstrated that hearing-impaired subjects, including many subjects with cochlear implants, are able to understand audiovisual speech displays with higher accuracy than either audio-only or video-only displays. Jackson [41] proposes that word-level and sentence-level speech perception errors in the absence of an audio channel may be predicted by merging phonemes that are not visibly distinct; the resulting set of minimal linguistic units are called “visemes.”

Despite the substantial research in audiovisual speech recognition, the visible speech correlates of dysarthria are almost completely unknown. A PubMed search (http://www.ncbi.nlm.nih.gov/) on May 20, 2005 for the keywords “dysarthria AND audiovisual” found only one match: [38]. In [38], listeners were asked to transcribe the speech of five talkers with dysarthria, and their answers were scored to determine the intelligibility of the talkers. Four of the five talkers were equally intelligible in either audiovisual or audio-only presentation mode. Only one talker—the least intelligible talker—was significantly more intelligible in audiovisual than in audio-only presentation mode.

Spastic dysarthria sometimes includes a component of stuttering. The visible correlates of stuttering without dysarthria are slightly better understood than the visible correlates of dysarthria (e.g., a PubMed search for “audiovisual AND stuttering” found 8 matches). Standard texts report that the stuttering acts of some talkers are accompanied by stereotypical facial gestures. Three studies [77, 61, 94] quantitatively compare listener ratings of stuttering severity and/or speech naturalness under audio-only and audiovisual presentation conditions. They conclude that informal ratings of speech naturalness, but not formal ratings of stuttering severity, are significantly affected by presentation modality: stuttered speech, but not non-stuttered speech, is rated to be significantly less natural under audiovisual than under audio-only presentation.
b.3 The Present State of the Art: Automatic Speech Recognition for Dysarthria

Several PubMed searches, using many combinations of keywords, have failed to uncover any published studies on the automatic audiovisual recognition of dysarthric speech, or on the visible correlates of phonological contrasts as produced by dysarthric speakers. This section will therefore describe the state of the art in audio-only speech recognition for dysarthric speakers.

It has been repeatedly demonstrated that adults with dysarthria are capable of using automatic speech recognition (ASR), and that in some cases, human-computer interaction using speech recognition is faster and less tiring than interaction using a keyboard. We are aware of 19 studies, by 12 different groups of authors in the United States and Europe, describing the use of automatic speech recognition for subjects with dysarthria [8, 9, 10, 11, 12, 19, 20, 23, 26, 34, 39, 42, 48, 60, 67, 78, 87, 90, 91]. With few exceptions, the technology used in these studies is commercial off-the-shelf speech recognition technology; only one study uses a recognition algorithm other than hidden Markov models [42], and none use audiovisual features. In the early 1990s, commercial speech recognizers were speaker-dependent systems, meaning that the recognition models were completely retrained for each new user. Since the mid-1990s, most commercial systems have been speaker-adaptive systems, meaning that recognition models are initialized using data from hundreds of different speakers, then adapted to the speech of each user with an algorithm such as MLLR [53] or MAP [52] adaptation. Raghavendra et al. [78] compared recognition accuracy of a speaker-adaptive system and a speaker-dependent system. They found that the speaker-adaptive system adapted well to the speech of speakers with mild or moderate dysarthria, but the recognition scores were lower than for an unimpaired speaker. The subject with severe dysarthria was able to achieve better performance with the speaker-dependent system than with the speaker-adaptive system.

Dysarthric speakers may have trouble training ASR systems, especially speaker-dependent systems, because of the great amount of training data required. Reading a long training passage can be very tiring for a dysarthric speaker. Doyle et al. [23] asked six dysarthric speakers and six unimpaired speakers to read a list of 70 words once in each of five training sessions. They found that the word recognition accuracy of a speaker-adaptive ASR increased rapidly after the first training session, then increased more gradually during training sessions two through five. Chen et al. [12] studied the speech of a subject with intelligibility (as rated by human listeners) of only 15%, and found that after ten iterations of each word in a ten-word vocabulary, automatic word recognition accuracy was raised to 90%.

Most studies of speech recognition for dysarthric talkers have focused on small-vocabulary applications, with vocabulary sizes ranging from ten to seventy words. Sanders et al. [79] studied the effect of vocabulary size on word recognition accuracy, using phone-based speaker-dependent recognizers trained on the speech of two dysarthric and two unimpaired speakers. In four small-vocabulary tasks, with perplexity ranging from 2 to 13, word recognition accuracy of the dysarthric talkers ranged from 87.8% to 100% (compared to 96.4-100.0% for unimpaired speakers). In a medium-vocabulary task (vocabulary of 516 words, with no language model), word recognition accuracy for the dysarthric talkers ranged from 0.0% to 79.4% (compared to 35.1-100.0% for unimpaired speakers).

To our knowledge, there is not currently any commercial or open-source product available that would enable people in this user community to enter unrestricted text into a personal computer via automatic speech recognition. Our proposed experiments will result in, first, a multi-microphone, multi-camera audiovisual database of dysarthric speech, and second, programs and training scripts that could form the foundation for an open-source speech recognition tool designed to be useful for dysarthric speakers. Human subjects participating in this research will have the option of allowing their own recordings to be released to interested researchers at other research institutions; all recordings from willing talkers will be released following the same protocol we have used to distribute our AVICAR multimodal speech corpus [51].
b.4 Enabling Technologies: Landmark-Based Speech Recognition

“Landmarks” are articulatory events with noise-robust, relatively invariant acoustic correlates. Stevens [81, 82, 84] claimed that lexical access, in speech perception or speech recognition, requires the listener or computer to detect and classify only four types of landmarks: consonant releases, consonant closures, syllable nuclei, and intervocalic glides. Stevens defined two tasks that a landmark-based speech recognizer must perform. First, a landmark-based recognizer must detect the landmarks, i.e., it must determine that a landmark of a particular type has occurred. Second, a landmark-based recognizer must classify the landmark, i.e., it must determine the distinctive features present at a landmark. Both of these are binary classification tasks: each landmark detector is trained to determine whether a particular type of landmark is present vs. absent, and each landmark classifier is trained to perform a particular type of binary distinctive feature classification. Dr. Hasegawa-Johnson’s research has developed two classes of noise-robust landmark-based speech recognition. First, we have modeled consonant releases in noise using a variety of Bayesian methods, including HMMs [76], factorial HMMs [22, 21], particle filters [27], and a generalized maximum-likelihood acoustic feature transformation designed to alleviate the problem of model-feature mismatch [71, 72, 70, 74, 73, 75]. We have found, however, that purely Bayesian methods fail to adequately represent the acoustic correlates of distinctive features at landmarks, because landmarks are rare: a typical monosyllabic word contains 20-30 centisecond frames, but only three landmarks. Therefore, since 2003, research has focused on a machine learning technology designed to learn from a very small number of training tokens: the support vector machine.

A support vector machine represents every training token as a point in $N$-dimensional space, where $N$ is the length of the observation vector. The goal of classification is to minimize the expected error rate of the classifier on some unknown future test data. Unfortunately, all that we know about the future test data is its source (e.g., we may know the talker, or we may not; in worst case, we know only that the source will be speech). In order to learn all that we can about the test data, it is helpful to record a large training database; test data will not be identical to training data, but should be similar. If the training database is large enough, we can minimize test error rate by minimizing training error rate; this is the approach taken by neural networks and discriminatively trained HMMs. If the training database is not very large (as in landmark-based speech recognition), it is helpful also to estimate an upper bound on the possible difference between training error rate and test error rate. Support vector machines are trained in order to minimize $S = G + E$, where $E$ is the error rate of the classifier on training data, and $G$ is an upper bound on the expected difference between training and test error rates. Because of the term $G$, it is possible to train an SVM using as few as one labeled training token per class: the best current speaker verification systems include SVMs that have been trained using only one positive example (one recording from the target speaker), and many negative examples (recordings from other speakers) [80].

In summer 2004, at the Johns Hopkins workshop WS04, Dr. Hasegawa-Johnson led a team of six faculty, four graduate students, and two undergraduates in a six-week effort to achieve commercially viable landmark-based large vocabulary speech recognition [30, 31]. The final system used 72 SVMs trained to detect and classify different categories of landmark. SVMs were used to rescore the word lattice output of the SRI speech recognizer [86, 85]. SVMs were either used directly, to choose the best possible transcription from a list of alternative transcriptions, or indirectly, as part of a hybrid SVM-DBN (dynamic Bayesian network) architecture [57, 58]. During WS04, distinctive feature classification error rates of some SVMs were reduced by as much as 50% (through extensive experimentation), but word recognition accuracy of the complete recognizer did not beat the baseline. Since WS04, we have continued this development effort, and have achieved binary classification error rates below 10% for 33 different landmark detectors and classifiers. In spring 2005, a hybrid SVM-HMM speech recognizer was constructed, using the outputs of the SVMs as observations in an HMM; using SVMs instead of regular spectral features (MFCCs) resulted in a small but significant error rate reduction [4].

b.5 Enabling Technologies: Audiovisual Speech Recognition

Over the past several years, research in our group on tracking of the head and lips has led to a robust 3D facial motion tracking system [88, 89]. A 3D non-rigid facial motion model is used in a multi-resolution manner so that the
speed of face movement tracking can be adjusted to match the computational resources available. Audiovisual speech recognition may be implemented by simply concatenating together observation vectors from the audio input (from the microphones) and observations from the visual input (from the cameras) [56]. We have obtained considerably improved performance, however, by using speech recognition architectures that explicitly model asynchrony between audio and visual channels, including Adjoudani and Benoit’s Boltzmann zipper [1, 35, 7, 96], and our own coupled hidden Markov model (CHMM) [15, 16]. A CHMM is a set of parallel HMMs, each with its own independent observations (audio or visual); state transition probabilities in one HMM depend on the current state values in all other HMMs. The topology of the CHMM ensures that learning and classification are based on the audio and visual domains jointly, while allowing asynchronies between the two information channels. The benefits of the CHMM have been confirmed by a series of experiments on audio-visual speech recognition [15, 16]. In one experiment, for example, white noise was added to the audio channel in a multimodal speech database. At 20dB SNR, with a 40-word vocabulary, speech recognition was 44% accurate using an audio-only HMM, and 43% accurate using a video-only HMM; when the audio and video HMM were merged into a CHMM structure, word recognition accuracy went up to 87%.

Proposed experiments will make use of the AVICAR transducer array developed in our laboratory. The AVICAR array is composed of a horizontal array of eight microphones (in a wooden baffle), and a horizontal array of four cameras. The left side of Fig. 1 shows the transducer array deployed in an automobile; the camera array is attached to the dashboard, and the microphone array is attached to the sunvisor. The right side of Fig. 1 shows an image acquired by the same array, in an office environment. Using this array, 120 talkers have been recorded in an automotive environment, producing isolated digits, telephone numbers and phonetically balanced TIMIT sentences under five different noise conditions: engine idling, 35mph with the windows closed/open, and 55mph with the windows closed/open [51]. Sample DVDs containing data from four talkers were distributed at ICSLP 2004 to more than 50 interested researchers. The complete database (100G, on an external hard disk) has been distributed to five laboratories on three continents (Motorola, Northwestern University, UC San Diego, Tsinghua University, and the University of Saarlandes).

### Preliminary Studies

#### c.1 Subjects

In preparation for this proposal, data were recorded from four subjects with self-professed speech disorders: three male (M01, M02, M03), and one female (F01). No formal speech pathology evaluation was performed prior to involvement in this preliminary study. Informal evaluation of recorded data found that subjects M01, M03, and F01
Table 3: Three listeners (L1, L2, L3) attempted to understand isolated words produced by four talkers (F01, M01, M02, M03); percentage accuracy is reported here.

<table>
<thead>
<tr>
<th>Listener</th>
<th>F01</th>
<th>M01</th>
<th>M02</th>
<th>M03</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1</td>
<td>22.5%</td>
<td>22.5%</td>
<td>90%</td>
<td>30%</td>
</tr>
<tr>
<td>L2</td>
<td>17.5%</td>
<td>20%</td>
<td>90%</td>
<td>27.5%</td>
</tr>
<tr>
<td>L3</td>
<td>17.5%</td>
<td>15%</td>
<td>97.5%</td>
<td>30%</td>
</tr>
<tr>
<td>Average</td>
<td>19.2%</td>
<td>19.2%</td>
<td>92.5%</td>
<td>29.2%</td>
</tr>
</tbody>
</table>

exhibit different symptoms of spastic dysarthria; specific symptoms are discussed below (Tables 3 and 4). Subject M02 exhibited symptoms of chronic stuttering, but no symptoms of dysarthria. Human subjects protocols were approved prior to start of research by the University of Illinois Institutional Review Board. All subjects were asked to specifically approve or disapprove five possible uses of the recordings: research at the University of Illinois, presentation of voice samples at professional conferences, presentation of video at professional conferences, distribution of voice samples to speech researchers at other institutions, and distribution of video to speech researchers at other institutions. All subjects voluntarily approved all five uses of their data.

c.2 Data Acquisition

Subjects were recorded using the array of microphones and transducers shown in Fig. 1. Cameras and microphones were mounted on top of a computer monitor. One-word prompts were displayed on the monitor using PowerPoint. Three of the four subjects were unable to control a keyboard or mouse, therefore an experimenter sat next to the monitor, advancing the PowerPoint slides after each word spoken by the subject. Each slide advance generated a synchronization tone, dividing the recording into one-word utterances. Four types of speech data were recorded. Isolated digits (zero through nine) were each recorded three times. The letters in the international radio alphabet (alpha, bravo, charlie,. . . ) were each recorded once. Nineteen computer command words (line, paragraph, enter, control, alt, shift,. . . ) were each recorded once. Finally, subjects read, one word at a time, in order, the words of a phonetically balanced text passage (the “Grandfather Passage,” 129 words), and 56 phonetically balanced sentences (TIMIT sentences sx3 through sx59 [98]). Each subject recorded a total of 541 words, including 395 distinct words.

c.3 Intelligibility and Phonetic Analysis

Intelligibility tests were performed using 40 different words selected from the TIMIT sentences recorded by each talker. Selection was arbitrary, with the constraints that listeners should never hear two consecutive words from the same sentence, and that listeners should never hear the same word from two different talkers. Words selected in this way were presented to listeners on a web page. Listeners were asked to listen with headphones, and to determine which word was being spoken in each case. The first listener (L1) is the PI; other listeners (L2 and L3) are students in his lab. Neither student was present when the data were first recorded, and neither student has formal training or extensive experience in the perception or judgment of dysarthria; it has been shown that listeners with formal training are usually able to understand dysarthric subjects with higher accuracy. Results are presented in Table 3. Several findings are apparent. First, talker M02 is much more intelligible than the other talkers. His stutter did not interfere with intelligibility to the same extent as the spastic dysarthria of other subjects. Second, inter-listener agreement is very high. Listener L1 was able to understand dysarthric subjects with slightly higher accuracy than the other two listeners, apparently because he had experience listening to these three dysarthric speakers. For this reason, average intelligibility scores listed in the last row of the table may be a little too high; a more accurate estimate might be obtained by averaging the accuracies of listeners L2 and L3.

Listener errors (289 tokens) were phonologically analyzed; results are shown in Table 4. Three consonant positions were distinguished: word-initial cluster, word-final cluster, and others (word-medial). Consonants in each position could be deleted (“sport” heard as “port”), inserted (“on” heard as “coin”), or substituted (“for” heard
Table 4: Number of production errors of each type, out of a total of 289 words in error. DEL=deletion, INS=insertion, SUB=substitution, NS=erroneous number of syllables, WD=word deletion (labeler unable to guess the word).

<table>
<thead>
<tr>
<th></th>
<th>Initial Cons.</th>
<th>Medial Cons.</th>
<th>Final Cons.</th>
<th>Vowel</th>
<th>Word</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>DEL</td>
<td>INS</td>
<td>SUB</td>
<td>DEL</td>
<td>INS</td>
</tr>
<tr>
<td>F01</td>
<td>8</td>
<td>2</td>
<td>25</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>M01</td>
<td>3</td>
<td>0</td>
<td>40</td>
<td>11</td>
<td>4</td>
</tr>
<tr>
<td>M02</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>M03</td>
<td>24</td>
<td>2</td>
<td>15</td>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>

Substitution errors were almost equally likely to be manner, place, or manner+place errors; obstruent voicing errors were less common. Three other types of errors were tracked. First, vowel substitutions were tracked (e.g., “and” heard as “end”). Second, the number of syllables could change (“NS”): 81 of the intended words were monosyllabic, 40 bisyllabic, 35 trisyllabic, and 4 quadrisyllabic. Third, the entire word could be deleted (“WD”). Listener L1 (the PI) never used the WD rating, but L2 and L3 used it whenever a word failed to sound like human language – a relatively frequent occurrence, as many words sounded more like a squeak or moan than a word. Table 4 shows that, although talkers M01 and F01 had similar intelligibility scores, the types of errors associated with their productions were very different. F01 suffered more “word deletions” than any other talker, meaning that her words were frequently not recognizably intended to be words. The speech of M01 exhibited a very slow and painstakingly enunciated stutter, and this slow stutter sometimes gave listeners the mistaken impression of inserted final consonants, or of inserted or deleted syllables. M03, by contrast, attempted to maintain a reasonable speaking rate, but in the process, deleted more word-initial consonants than any other speaker. Across all speakers, word-initial and word-final consonant errors were more frequent than word-medial consonant and vowel errors.

c.4 Automatic Speech Recognition

In other research, we have used Dragon Dictate software to, rapidly and with minimum labor cost, acquire 95% accurate automatic transcriptions of speech produced by subjects without pathology [97]. The graduate research assistant who typically runs Dragon for our other research was asked to use the same protocol to produce a baseline automatic transcription of dysarthric speech data. It was impossible to train a Dragon recognition model for each dysarthric subject, because dysarthric subjects could not read through the standard training text, therefore, contrary to recommendations by the product manufacturer, we attempted to recognize these data using mis-matched models (models trained by a speaker without pathology). Resulting word recognition accuracy ranged from 0% (for subject M02: number of insertions equals the number of words correct) to -140% (for subject M01: no words were correctly recognized, and the number of insertions was 140% of the size of the reference transcription).

Better results have been reported with HMM-based systems that allow isolated-word recognition (e.g., Dragon Naturally Speaking), therefore our next experiment involved the design and test of HMM-based isolated word recognizers. Using the HTK toolkit [95], speaker-dependent speech recognizers were trained and tested. All systems used a relatively standard HMM architecture: monophone or clustered triphone HMMs [69], three states per phone, mixture Gaussian observation PDFs, PLP+energy+d+dd spectral observations [36]. Apparently because of the small training corpus, simple models outperformed complex models: monophone recognizers outperformed clustered triphones in all cases, and the optimum number of Gaussians in the mixture Gaussian PDF was always less than 10.

In the first experiment, models were trained using odd-numbered utterances, and tested using even-numbered utterances. The recognizer was constrained to recognize just one word per utterance (with optional silence before
Table 5: Columns “H” report word recognition accuracy (WRA, in percent) of HMM-based recognizers if all microphone signals are independently recognized; columns “HV” report WRA if all microphones vote to determine final system output. “Word” reports accuracy of one SVM trained to distinguish isolated digits, treating each microphone signal independently. “WF” adds outputs of 170 binary word-feature SVMs. “WFV:” Like WF, but single-microphone recognizers vote to determine system output.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Vocabulary</th>
<th>45 Words</th>
<th>10 Words (Digits)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>395 Words</td>
<td>45 Words</td>
<td>10 Words (Digits)</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td>HV</td>
<td>H</td>
</tr>
<tr>
<td>F01</td>
<td>17</td>
<td>17</td>
<td>44</td>
</tr>
<tr>
<td>M01</td>
<td>17</td>
<td>22</td>
<td>42</td>
</tr>
<tr>
<td>M02</td>
<td>58</td>
<td>62</td>
<td>87</td>
</tr>
<tr>
<td>M03</td>
<td>40</td>
<td>44</td>
<td>77</td>
</tr>
</tbody>
</table>

and after the word), with a vocabulary size of 395 (the number of distinct words in the database). In Table 5, columns “H” reports accuracy when every microphone recording is treated as an independent training or test utterance. Column “HV” implements a simple kind of multi-microphone combination: each microphone signal is independently recognized, and any word recognized by a plurality of the microphones is taken to be the final system output. This voting scheme was found to be more accurate, for these data, than training and testing a one-channel speech recognizer on the output of a delay-and-sum beamformer. Table 5 demonstrates that this configuration yields unacceptable accuracy for all four speakers.

In the second experiment, models were tested using a 45-word vocabulary that included the 19 computer command words, the 26 letters of the international radio alphabet, and the 10 digits. Test data included two utterances of each digit, and one utterance of each of the other 35 words. All other data were used to train monophone HMMs: other data included TIMIT sentences, the Grandfather passage, and one other utterance of each digit. The third experiment used the same training data, but test data were restricted to include only the digits; the recognizer was restricted to select the best option from a 10-word vocabulary. Results are reported in Table 5. With a 45-word vocabulary, the “HV” scheme is nearly acceptable for subject M02, but not for any of the dysarthric subjects. With a 10-word vocabulary, the “HV” scheme is acceptable for the subjects M01, M02, and M03, but unacceptable for subject F01.

Our research on landmark-based speech recognition [30, 31, 4] has demonstrated that support vector machines (SVMs) are capable of extracting discriminative information from a sequence of acoustic spectra. SVMs were therefore tested for the task of dysarthric speech recognition. In all experiments, SVMs were tested using both linear and nonlinear (radial basis function) classifiers; best results were usually obtained with a nonlinear classifier. The start and end times of each word were first detected using a single-channel two-Gaussian voice activity detector (VAD) followed by multi-channel voting. Accuracy was verified by manually endpointing 20 multi-channel waveforms; single-channel VAD often failed, but multi-channel VAD was found to be accurate within 10ms in all 20 labeled files. SVM observations were then constructed by concatenating consecutive PLP frames, in order to construct a “cepstrogram observation.” Two types of SVM were trained: 10-ary Word-SVMs, and binary Word-Feature-SVMs (WF-SVMs; Table 5). Word-SVMs were trained using two examples of each digit, while the third example was used for testing; the observation for a Word-SVM was always a cepstrogram of length 640ms or 1280ms, beginning at the beginning of the word. Word-Feature-SVMs (WF-SVMs) were a bank of 170 different binary-output SVMs, trained and tested with (10 different input cepstrograms) × (17 different binary target functions). Among the 17 target functions, 7 were trained to classify distinctive features of the word-initial consonant (sonorant, fricated, strident), of the vowel (round, high, diphthong), or of the word-final consonant (nasal vs. non-nasal). The remaining 10 target functions were binary one-vs-all targets, i.e., each SVM was trained to distinguish a particular digit from all other digits. Recognizer output was computed by adding together the real-valued discriminant outputs of the SVMs, with sign permutations dependent on the distinctive features of
the words being recognized, e.g. “one” is [+sonorant,-fricated,-strident,+round,-high,-diphthong,+nasal]; the word with the highest resulting score was taken as the recognizer output. Results are reported in Table 5 in columns “WF” (all microphones scored separately) and “WFV” (microphones vote to determine final system output).

Different recognition architectures succeed for different speakers. Speakers M02 and M03 produce speech with nearly canonical phoneme content, therefore the phone-based HMM architecture succeeds for these speakers. By contrast, the SVM-based architecture succeeds well for subjects F01 and M03, possibly because these two subjects do not stutter; the SVM observation vector is not robust to variation in the timing of phonetic events in a word. In the sections that follow, we discuss alternative SVM observation vectors that may be more robust to the timing variability associated with stuttering. We expect that the proposed research will continue to show that different dysarthric speakers will obtain best results from radically different speech recognition architectures.

A 10-word vocabulary is not sufficient for meaningful human-computer interface. In the sections that follow, we propose methods for extending the success of SVM and HMM recognition to larger vocabularies, and for describing and automatically recognizing the visible phonological contrasts produced by dysarthric speakers.

d Research Design and Methods

d.1 Database Acquisition and Speech Recognizer Development

d.1.1 Subjects

During the first year of the proposed research, we will record subjects with Spastic Cerebral Palsy (the most common CP diagnosis). We propose to record 16 subjects with Cerebral Palsy, including, if possible, 8 female subjects. We also propose to record 16 age and gender matched control subjects, without known speech or hearing pathology. Subjects with Cerebral Palsy will be recruited from several locations in the state of Illinois, based primarily on word-of-mouth contacts established with the help of interested organizations in Urbana-Champaign (Division of Rehabilitation - Education Services, PACE), and with the help of United Cerebral Palsy of Illinois. See letters of support from these organizations, attached as supplementary documents to this proposal, in which they offer their assistance in publicizing the study to potential participants. Subjects will be free to terminate participation at any time and they will be compensated for their time ($25/hour) and travel expenses (actual costs or university travel reimbursement rates). Control subjects will be recruited in order to match the ages and genders of subjects with Cerebral Palsy. Control subjects will be recruited from the University of Illinois community, and from the towns of Champaign and Urbana. Control subjects will be compensated for their time at a lower rate than subjects with Cerebral Palsy.

d.1.2 Data Acquisition Methods

Subjects will be asked to read word lists including (1) computer command words (19 words), (2) letters of the international radio alphabet (26 words), (3) isolated digits (ten words), (4) a list of the 150 most frequent words in English text (primarily function words), and (5) phonetically balanced word lists: instead of reading the Grandfather passage and TIMIT sentences, as in our preliminary research, subjects will read through 12 phonetically balanced word lists with each list containing 50 words. (1)-(4) are designed to be useful for training whole-word speech recognizers; phonetically balanced word lists will help us to train phone-based and distinctive-feature-based recognizers. Including all word lists, there will be a total of 795 unique words. The subjects will read these lists during 2 separate sessions that will last up to 2 hours each. During each session the subject will read all of the 795 words once. Each subject will receive the same word lists, but the word ordering will be randomized for each subject to control any sequential effects of the word lists.

Each subject will be seated in a quiet room, and a headset microphone will be positioned on his or her head. For each subject, we will record 4 channels of video and 8 channels of audio. One channel of audio will be recorded from the headset microphone; seven channels of audio and four channels of video will be recorded from
the array of microphones and cameras depicted in Fig. 1. The headset microphone will be placed well below the
lips, so that lips are fully visible. Each subject will be seated with his or her lips approximately 1.5m away from the
center of the camera array, in order to make inter-subject lip aperture measurements approximately comparable;
because of differences in subject head size and orientation, however, we do not expect inter-subject aperture
measurements to be meaningfully comparable on an absolute scale. Prompts will be presented to subjects using
PowerPoint; audio will be recorded using an 8-channel ADAT, and video will be recorded using a DV tape recorder.

d.1.3 Intelligibility and Phonetic Analysis

Speech samples from two of the word lists from each subject will reviewed by a speech and language pathology
graduate students who has completed the dysarthria course (SPSHS 385) and at least one course in acoustic
phonetics at the University of Illinois. This student will listen to the samples and record the word she believes
that the subject pronounced. These listener transcriptions will be compared to the prompt list, as read by the
subject, in order to calculate a percentage of intelligibility for each talker. Previous studies have shown that intelli-
gibility of dysarthric speech is a function of listener experience, thus we expect that intelligibility scores computed
as described here (with a graduate student in Speech and Hearing Science as the listener) will be somewhat
higher and less variable than intelligibility scores computed with the na¨ıve listeners (engineering students) who
participated in our preliminary experiments.

Average intelligibility will be used to classify each talker into one of four categories: very low (0-25%), low
(25-50%), medium (50-75%) or high (75-100%) intelligibility. Because intelligibility will not be rated prior to data
acquisition, it may not be possible to guarantee that we have an equal number of subjects in each of the four
groups. Regardless, we intend to continue recruiting subjects as necessary until there are at least two female
and two male subjects in each of the very-low and low intelligibility groups.

Speech data from at least four subjects with very low intelligibility, at least four with low intelligibility, and from
their age and gender matched control subjects, will be subjected to audiovisual phonetic analysis in order to mea-
sure the phoneme-dependent inter-group differences in both audible and visible speech features. This research
will study eight consonants that have been reported to be reasonably well distinguished, in unimpaired speech,
on the basis of visual information: four fricatives (/sh,s,th,f/), two glides (/w,y/), and two liquids (/r,l/) [41]. For each
consonant, six acoustic measurements and six visual measurements will be acquired. Acoustic measurements
will include the spectral center of gravity of the consonant (measured during frication, or, for a sonorant conso-
nant, at the moment of minimum energy), and the frequencies of the second and third vocal tract resonance (F2
and F3) measured at the consonant landmark (at voice onset following fricative, or at the center of a glide or
liquid), and measured 50ms after the consonant landmark. Visual measurements will include the height, width,
and areas of the visible lip aperture, the visible teeth (if any), and of the visible tongue tip (if any). Height and
width measurements will be measured in pixels. Area measurements will be computed by selecting a region
(using the magic wand in Photoshop, with manual region editing as necessary), and then automatically counting
pixels. The student acquiring these measurements will measure more than one consonant token per subject;
the number of consonant tokens will be determined, using statistical power analysis, in order to guarantee that
an inter-group difference of 0.5 standard deviations is found to be statistically significant. All consonants will be
selected in word-initial, pre-vocalic position. All consonants will be measured in the same set of vowel contexts;
in order to avoid the most extreme cases of vowel-dependent consonant place modification, context will always
be a non-high vowel (/aa,ae,ah,eh,ow,ey/).

Prior to MANOVA analysis, a number of pre-processing steps will be taken, in order to ensure the validity of
analysis. First, because MANOVA assumes normally distributed data, the normality of all measurements will be
tested using quantile-quantile plots [43], and data will be nonlinearly transformed as necessary to improve
normality (e.g., in our past research [33] we have found that log area, or the square root of area, is sometimes
more normally distributed than area). Second, in order to make it possible to pool measurements within each
subject group, measurements will be shifted so that all subjects within a group have the same measurement
After pre-processing, all measurements (vector of dimension 12) will be jointly subjected to a two-factor MANOVA [43]. The two factors will be phoneme label (8 classes) and subject group (2 classes: control vs. subjects with dysarthria). Phonetic theory suggests that measurements should depend significantly on phoneme label. Significant differences between subject groups, if any, will be investigated to determine whether they are due to factors related to the study goals (e.g., average reduction in lip rounding), or unrelated to study goals (e.g., average difference in head size). The key study outcome will be the interaction between factors 1 and 2: do inter-phoneme distinctions depend significantly on dysarthria? If a significant interaction is found, Bonferroni simultaneous confidence intervals will be computed [43], in order to determine the specific phonemes and specific measurements that differ between subject groups.

d.1.4 Software Development

Based on our preliminary experiments, we propose the hypothesis that it will not be possible to use the same speech recognition architecture for all subjects. Dysarthria induces variability, and different subjects exhibit dramatically different symptoms. We propose therefore to test, for every subject, a large number of audio and audiovisual speech recognition architectures, including HMMs, whole-word and distinctive-feature based SVMs, and a hybrid SVM-HMM architecture [4, 30]. All of these architectures will be the subject of intensive experimentation during the course of the proposed research, in order to find the best possible configuration or configurations of each algorithm for dysarthric subjects with a variety of different symptom sets. We expect that one graduate research assistant will focus on optimizing audio and audiovisual HMM and DBN architectures, while the other will focus on optimizing audio and audiovisual SVMs. The result of this research will be a set of algorithm training and test scripts capable of automatically optimizing an algorithm for a new subject (using, as training data, one utterance of each word list by a given subject), and of automatically evaluating its performance (using, as test data, the other utterance of each word list).

We will test each of the proposed recognizers with four vocabularies: 10-word (digits), 45-word (digits, commands, and alphabet), 195-word (45-word plus the 150 most common words of English), and 795-word (including all words in training and test sets). The 10-word vocabulary is designed to be a fail-safe option: digit recognition is not an extremely useful human computer interface, but if nothing else works, some subjects may find a 10-word user interface to be better than none. The 45-word vocabulary is designed to allow our least intelligible subjects to spell out written documents, letter by letter. The 195-word and 795-word vocabularies are designed for preliminary experiments in whole-word dictation-based human-computer interface. In these two cases, subjects will be able to enter common words using a whole-word recognition mode, but less common words will need to be spelled.

Video features for speech recognition will be extracted using methods adapted from our AVICAR audiovisual speech recognition research. A facial feature tracking algorithm will first identify the eyes, nostrils, and corners of the mouth. Based on these feature points, a rectangle of pixels including the lip region will be extracted. The vector of pixel values will then be compressed using speaker-independent linear discriminant analysis [68]. In our AVICAR project, we are experimenting with the extraction of geometric (lip-contour-based) features; if current experiments are successful by the start of the proposed research, geometric lip features will also be used.

Speaker-dependent phone-based HMMs will be trained and tested as in our preliminary research. For small-vocabulary tasks, we will also experiment with whole-word HMMs. We propose to test a relatively large number of multi-channel audio and audiovisual integration algorithms, including a beamforming and post-processing algorithm based on our current AVICAR research [50], a voting scheme (in which eight audio-only recognizers and four video-only recognizers each get one vote), a multi-stream HMM (in which all eight audio channels and four video channels are treated as independent observations generated by the same HMM state sequence), and a coupled hidden Markov model (CHMM) [15, 16].

SVM research will focus primarily on the development of acoustic features (SVM inputs) and phonologic fea-
Table 6: Main effects tested during recognizer evaluations. Dependent variables (columns) will be tested for dependence on independent variables (rows) if marked with an X. Independent variables are either within-subject or between-subjects. Dependent variables: WER1=Word Error Rate of the recognizer’s first-choice output. WER10=Word Error Rate after subject chooses from a list of the recognizer’s 10 highest-scoring words. Time=Time required for a subject to finish the word list.

<table>
<thead>
<tr>
<th></th>
<th>WER1</th>
<th>WER10</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Typing vs. Automatic speech recognition (Within)</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recognition Algorithm (Within)</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Modality (Audio vs. Audiovisual; Within)</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Vocabulary Size (Within)</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Subject Intelligibility (Between)</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Subject Gender (Between)</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Session Number (Within)</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

Hybrid SVM-HMM recognizers will be developed by training HMMs to observe the real-valued discriminant outputs of the phonologic-feature SVMs [4]. Rather than being applied once per word, phonologic-feature SVMs will be applied once per 10ms frame of speech. The real-valued discriminant outputs of the SVMs will be concatenated to form an observation vector once per 10ms, which will be observed by an HMM, multi-stream HMM, or CHMM.

d.2 Evaluation

Evaluation of the models will determine how effective the audio and audiovisual speech recognizers are in recognizing the speech of persons with dysarthria. Evaluation will be designed to test the main effects listed in Table 6, and the interactions listed in Table 7. Main effects will include the gender of the speaker, the algorithm used for recognition, modality (audio vs. audiovisual), the severity of the dysarthric speech, and vocabulary size. We anticipate that some talkers with mild dysarthria may be able to use large-vocabulary recognition, but that as the severity of dysarthria increases, word error rate of both large-vocabulary and small-vocabulary recognition will also increase, rendering large-vocabulary recognition impractical for moderately and severely dysarthric talkers. The importance of the evaluation will be to determine the magnitude of these differences and provide an understanding of how speech recognition can be used as an input device for computer input, as well as for other uses including environmental control and augmentative communication devices.
Table 7: Interaction effects that will be tested during recognizer evaluations in year 3 of the proposed research. Interactions will be tested only for the independent-variable pairs marked “X” in this table, except as noted in Sec. d.2.4

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Modality</th>
<th>Vocabulary Size</th>
<th>Subject Intelligibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Modality</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Vocabulary Size</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**d.2.1 Subjects**

Subjects for this evaluation will be the same 16 subjects with dysarthria who were described in Section d.1.1. Subjects will be allowed to discontinue participation at any time for any reason and they will be compensated for their time ($25/hour) and travel expenses.

**d.2.2 Software Development**

Software for user evaluations will be written by the two engineering graduate students during the third through sixth quarters of the proposed research. By the middle of the first year of the grant, students working on this research will choose at least two audio-only and two audiovisual speech recognition algorithms that should be rewritten into real-time C functions, based on a comparison of recognition accuracies achieved. The graduate students will be capable of writing these programs because (1) examples of similar programs are available in our laboratory, and (2) both of them will have written isolated-word HMMs as part of their participation in the class ECE 594, “Mathematical Models of Spoken Language.” The following restrictions will limit code complexity and computational complexity: (1) the search graph (795 words, bigram grammar) is sufficiently small to be statically compiled, therefore recognition code may be very efficient [3], and (2) the complexity of the recognizer will be limited by the requirement that subjects must insert a pause after each spoken word (so-called “discrete speech” dictation style).

**d.2.3 Data Acquisition Methods**

Subjects will participate in 4 sessions lasting approximately 90 minutes each. During each experimental session, the talker will read or type 7 word lists of 50 words each (a total of 350 words in each experimental session), resting after each word list. Each word list will be associated with one setting of the independent variables of the evaluation: (1) 45-word vocabulary, audio-only, algorithm A; (2) 45-word vocabulary, audiovisual, algorithm A; (3) 195-word vocabulary, audio-only, algorithm B (4) 195-word vocabulary, audiovisual, algorithm B; (5) 795-word vocabulary, audio-only algorithm A, (6) 795-word vocabulary, audiovisual algorithm A, (7) Typed responses.

Speech recognition algorithms for evaluation experiments will be selected based on the experiments performed in Sec. d.1.4. For each talker, at each vocabulary level, in each modality (audio-only or audiovisual), we will select one HMM-based algorithm (including multi-stream HMM or CHMM) and one SVM-based algorithm. Under each of these conditions, the best HMM-based algorithm and the best SVM-based algorithm will be selected (as determined by the experiments in Sec. d.1.4), so that, even though the details of the algorithms chosen will vary from speaker to speaker, it will be possible to make some general statements about the interactions among vocabulary size, modality, talker intelligibility, and algorithm. The HMM-based and SVM-based algorithms will be counter-balanced across talkers and sessions, i.e., if the HMM-based algorithm is “algorithm A” during the first evaluation session for one talker, then the SVM-based algorithm will be “algorithm A” during the second session for the same talker.
All subjects will read the same word lists, but the order of words will be randomized for each subject to control for any word list effects. The order of the word list conditions will be counter balanced to control for any ordering effects during a session. The subject will not know which condition is being tested, they will only be instructed to read or type the words in the list.

The typed word list will determine the speed with which the user is able to type a word list comparable to the spoken word lists. Words in the typed list will be randomly selected from the 795-word vocabulary (the list of words recorded during training). User prompts will be identically formatted to those used during speech recognizer testing, but users will type their responses instead of speaking.

During spoken word lists, the user will be prompted to say each word with a visual prompt on a computer screen. When the subject says the word, a list of up to ten words will appear on the screen. The first word in the word list will be the most likely word estimated by the model, and the remaining ten will be the next likely candidates, and will be associated with the numbers 1 through 9. If the most likely word is correct the system will automatically move to the next word in the list after a pause of a few seconds. If the word is not correct the user will have the option of selecting from the list of 9 next most likely words by saying “Choose N” from the list, where N is the number of the word in the list. If the word is not in the list the system will automatically move on to the next word after a few seconds and the word will be recorded as not recognized. The word list technique is similar to techniques used in early speech recognition systems. The size and colors of the words can be adjusted to a comfortable reading size for the subject.

**d.2.4 Analysis of Results**

As shown in Table 6, the dependent variables for each word list include the number of words recognized, the number of words recognized by selecting from the recognizer’s top-10 list, and the time to complete the list. The design of the experiment is split-plot factorial design with two between subject blocking factors and six within-subject blocking factors. The between blocking factors are gender of the subject and the level of speech intelligibility (very low, low, medium, or high). The within subject blocking factors are whether words are spoken or typed, the speech recognition algorithm, audio vs. audiovisual inputs, vocabulary size, and session number (learning effects). Learning and gender issues are considered nuisance effects. We do not plan on testing any interactions with those variables, unless significant main effects are observed. If significant main effects are observed, additional tests will then be conducted to identify the potential source of the apparent main effect, and to see if the speech recognition models can be adjusted to remove or minimize the effect.

The major purpose of the evaluation is to estimate the potential for use of each proposed algorithm in a functional speech recognition system for people with dysarthric speech. We estimate that a functional speech recognition system needs a word recognition accuracy of at least 90-95%; the goal of statistical analysis will be to determine, for subjects in each intelligibility class, the best way to achieve a 90-95% word recognition accuracy. Confidence intervals for accuracy of recognition and time to complete the tasks will be calculated (at a level of $p = 0.05$) for subjects in each grouping variable. Statistically significant main effects and interaction effects will be detected if confidence intervals do not overlap. By evaluating the confidence intervals, we expect that we will be able to make algorithm recommendations to subjects participating in the current study, and possibly also to other dysarthric users.

**d.3 Summary**

Few standard texts in acoustic phonetics, phonology, or psycholinguistics mention speech motor disorders (e.g., [83, 44, 14, 49], and [55] do not), and the only mention of dysarthria in the Handbook of Phonetic Sciences is in two chapters by professional speech pathologists [45, 93]. We do not know why standard linguistic and psycholinguistic theories ignore dysarthria; three possible reasons are a lack of understanding, a lack of interest (possibly caused by the lack of understanding), and a lack of data (the largest publicly available database of dysarthric speech, that we know of, contains 74 sentences produced by each of 10 talkers [64]). It is our belief that any
complete theory of language must explain the way in which words are approximated by talkers who are unable to match, in production, the phoneme targets demanded of them by the language community. To put it succinctly, a theory of language must explain the failures of language. The experiments proposed in this study are a very small step toward the inclusion of dysarthria in theories of language. We propose, first, to test a particular theory of the relationship between articulation error and perceived phonology, and second, to provide transcribed speech data and confusion matrices that may be used by other researchers for the purpose of developing other such theories.

The research proposed in this document will develop and carefully test a suite of audio and audiovisual automatic speech recognition tools designed for users with spastic dysarthria, and a multimodal database designed to enable other researchers to experiment with automatic speech recognition for dysarthric subjects. Distribution of the database will follow the protocol established by our AVICAR project: after distributing a DVD sampler at a professional conference [51], we will encourage interested researchers to send us a hard disk. When we receive a disk from a known speech researcher, we will fill it up with data, and return it, at no additional cost to the sender. As with our AVICAR corpus, distributed data will only include recordings of subjects who have explicitly given permission for the release of their data to other research institutions. Software developed in this research will be released open-source on our web page, like all other databases and software developed by this PI [13, 28, 32, 29].
e Human Subjects

e.1 Protection of Human Subjects

e.1.1 Risks to the Subject

Human Subjects Involvement and Characteristics

We propose to record 16 subjects with Cerebral Palsy, and 16 age and gender matched control subjects. Dysarthric subjects will be included only if they report symptoms of spastic dysarthria. The proposed research requires subjects to be highly motivated (in order to participate in all of the recording sessions), capable of following instructions, and capable of reading isolated words from cue cars, therefore children will be specifically excluded. Among adult subjects, no specific age range will be targeted. Targeted distribution of gender, race, and ethnicity are described in Sec. e.2.

Control subjects will be recruited, if possible, in order to match the age, gender, race, and ethnicity of subjects with dysarthria. Control subjects will be excluded if a subject reports a known speech, language, or hearing pathology.

Sources of Materials

Each subject will participate in five recording sessions, each lasting 90-120 minutes. In each recording session, the subject will be seated in a quiet room, and a headset microphone will be positioned on his or her head. For each subject, we will record 4 channels of video and 8 channels of audio. One channel of audio will be recorded from the headset microphone; seven channels of audio and four channels of video will be recorded from the array of microphones and cameras depicted in Fig. 1. Subjects will be recorded while reading or typing up to 795 isolated words.

Co-PI Gunderson will serve as the primary point of contact with all human subjects. The names and contact information for human subjects will be permanently recorded only in the office and personal computer of Dr. Gunderson. Under no circumstances will audio or video recordings of a subject ever be stored on the same analog or digital medium as any subject identifying information.

Potential Risks to the Subject

The proposed research poses two potential risks: (1) risk to subject privacy, and (2) risk of subject discomfort due to prolonged talking during the recording session. The experiment has been designed so that neither of these risks is greater than similar risks ordinarily encountered in daily life.

e.1.2 Adequacy of Protection Against Risks

Recruitment and Informed Consent

Subjects with Cerebral Palsy will be recruited from several locations in the state of Illinois, based primarily on word-of-mouth contacts established with the help of interested organizations in Urbana-Champaign (Division of Rehabilitation - Education Services, PACE), and with the help of United Cerebral Palsy of Illinois. See letters of support from these organizations, attached as supplementary documents to this proposal, in which they offer their assistance in publicizing the study to potential participants. First contact will be made by Dr. Gunderson, who is personally acquainted with most of the University of Illinois students exhibiting symptoms of spastic dysarthria because of the information technology advising services that he provides to them through the Rehabilitation Services Center. Dr. Gunderson will send an announcement letter approved by the University of Illinois Institutional Review Board (IRB) to each candidate subject, by e-mail and by U.S. postal mail. Subjects with dysarthria will be asked to provide their age, gender, a description of their language background, and a description of their history of speech, language, or hearing disorder. Subjects will be included only if the reported history of speech disorder matches the targeted symptoms of spastic dysarthria.

Control subjects will be recruited through advertisement in the Daily Illini (University of Illinois student newspaper) or News-Gazette (Champaign-Urbana local newspaper); advertisement text has been approved by the University of Illinois IRB. Subjects who respond to the advertisement will be asked to provide their age, gender,
a description of their language background, and a description of any history of speech, language, or hearing disorder. Control subjects will be recruited for the study if their age and gender matches the age and gender of a subject with dysarthria, and if (according to self-report) their first language is English and they have no history of speech, language, or hearing disorder.

Dysarthric subjects matching the criteria for inclusion will be scheduled for a pre-participation interview as soon as they express interest; immediately after recording each talker with dysarthria, an age-matched and gender-matched control subject will be selected from the pool of interested applicants, and invited for a pre-participation interview. Each potential subject will meet with the principal investigator or one of the three co-investigators for 20 minutes to ensure that he or she understands the research protocol, and to receive a copy of the consent form. During the interview, the subject will first be asked to describe his or her language history, including the languages spoken, and including a history of his or her speech/language pathology. Investigator will then explain the protocol to the subject. The subject will then be asked to explain the protocol in his or her own words. Subjects who wish to participate will each be scheduled for two hours of participation. Signed consent form will be received from each subject prior to participation in the research.

We currently use, and plan to continue using, a consent form approved by the University of Illinois IRB that asks each subject to specifically approve or disapprove five possible uses of recorded speech data: (1) speech research at the University of Illinois, (2) publication of audio or waveform data in professional conferences and journals, (3) publication of video or images in professional conferences and journals, (4) release of audio data to interested researchers at other institutions, (5) release of video data to interested researchers at other institutions. Subjects must initial next to each approved use of the data; if a subject chooses not to initial a particular use of the data, then audio (resp. video) recordings of the subject will not be used for that purpose. On the University of Illinois campus, recorded data will be stored digitally in a password-protected database stored in a cluster of linux servers, managed by a professional system administrator under the supervision of Dr. Hasegawa-Johnson. All researchers and graduate assistants working on this research will have access to centralized cluster storage of the database, via on-campus ethernet.

Protection Against Risk

The proposed research poses two potential risks: (1) risk to subject privacy, and (2) risk of subject discomfort due to prolonged talking during the recording session. The experiment has been designed so that neither of these risks is greater than similar risks ordinarily encountered in daily life.

The risk to subject privacy will be minimized using password protection of the database, and using subject privacy preferences in the consent form (described above under heading Recruitment and Consent). Co-PI Gunderson will serve as the primary point of contact with all human subjects. The names and contact information for human subjects will be permanently recorded only in the office and personal computer of Dr. Gunderson.

Subject identifying information and contact information will not be recorded digitally in any storage medium that also contains audio or video recordings of the subject; for example, no copy of any subject identifying information will be stored on Dr. Hasegawa-Johnson's linux cluster. In all digital versions of the database, subjects are identified by a code consisting of the letter M or the letter F (male or female) followed by a two-digit number.

Access to the password-protected video database will be granted only to the investigators named on this proposal and their graduate research assistants. Prior to granting data access to any potential research assistant, one of the investigators named on this proposal will meet with the potential assistant in order to explain data security requirements and subject privacy preferences. The principal investigator will be responsible for ensuring that all subject privacy preferences expressed on the written consent form are obeyed.

The risk of subject discomfort during the recording session will be minimized in the following ways. First, prompts will be presented in the form of isolated words, one word per prompt screen. Each new prompt screen will be displayed when the experimenter presses a key; the same key will record a synchronization tone to an auxiliary channel of the audio recording. Because of this annotation procedure, subjects will be free to take a break of any length, at any time; the annotation scheme will also be designed so that a subject may repeat a word as often as desired, in case a subject wants to correct his or her reading. At least once per 30 minutes, the
investigator will suggest that the subject take a 5-minute break and have a drink of water. Water will be on hand at all times; subject will be instructed at the start of each session that he or she may ask experimenter at any time to help with a glass of water (in our preliminary recording sessions, two subjects found it difficult to pick up a glass by themselves). If any talker with dysarthria is unable to complete all recording material by the end of two hours, the experiment will be concluded at that time, and the subject will be paid $25/hour for participation.

Subjects will be free to terminate participation at any time. They will be compensated for their time and travel expenses (actual costs or university travel reimbursement rates).

**e.1.3 Potential Benefits of the Proposed Research to the Subjects and Others**

There is no immediate benefit to the subject of the proposed research, but the subject may eventually benefit from improved automatic speech recognition software developed using these recordings. The benefit to society of the proposed research is the development of improved speech recognition for human-computer interaction systems designed for subjects with spastic motor disorders including dysarthria.

Subjects will be free to terminate participation at any time. They will be compensated for their time and travel expenses (actual costs or university travel reimbursement rates). Subjects with dysarthria will be compensated at $25/hour; control subjects will be compensated at $10/hour.

Because of the minimal immediate benefit provided to subjects, experimental protocols have been designed so that risk to the subject is also minimal. Data acquisition procedures have been specifically designed so that (1) the subject can control his or her own recording environment, in order to minimize discomfort, and (2) the risk of subject privacy violations is under the specific control of the subject, and may be adjusted by the subject to satisfy his or her personal privacy preferences.

**e.1.4 Importance of the Knowledge to be Gained**

To our knowledge, there is not currently any commercial or open-source product available that would enable people in this user community to enter unrestricted text into a personal computer via automatic speech recognition. Because of their neuromotor impairment, many people in this community are unable to make effective use of any existing human computer interface, and are therefore effectively barred from most modern professional careers. Our proposed experiments will result in, first, a multi-microphone, multi-camera audiovisual database of dysarthric speech, and second, programs and training scripts that could form the foundation for an open-source speech recognition tool designed to be useful for dysarthric speakers.

Experimental protocols have been designed to minimize the risk to subjects, while maximizing the potential benefit to society of the proposed research. In particular, our five-part consent form is specifically designed to give each subject the right and responsibility of deciding how his or her data may be used. In distribution of our similarly-protected AVICAR database, we have been willing to distribute the data to other researchers only if: (1) the interested research institution is known, to us, as a respectable research institution engaged in relevant scientific or technology research, (2) the subject's consent form explicitly grants permission for such distribution. We believe that this protocol achieves the best possible balance between (1) the goal of rapid development of speech recognition technology for dysarthric users on a global scale, and (2) the goal of protecting the right of a subject to own and control his or her own recorded data.

**e.2 Inclusion of Women and Minorities**

Please see the **Targeted Planned Enrollment Table** for the planned distribution of subjects. In each box of the **Targeted Planned Enrollment Table**, half of the specified subjects are control subjects, and half are subjects with dysarthria. Women and members of minority groups and their subpopulations will be included in this research. Many aspects of speech are gender dependent, therefore our goal is to recruit 8 male and 8 female subjects with
Cerebral Palsy. We note, however, that Cerebral Palsy has higher incidence among males (prevalence odds ratio = 1.5), therefore it is possible that we will be unable to achieve our intended gender distribution [66].

The current study is not large enough to perform statistically significant comparisons of the speech of different racial or ethnic groups, however, if subjects in one racial or ethnic group show different speech characteristics than subjects in other groups, then future studies will be designed in order to more carefully characterize the differences. In order to allow such non-statistical comparison of different racial and ethnic groups, we will will seek to recruit at least four dysarthric speakers (at least two male and two female) from each of the following racial and ethnic minority groups: Black, Hispanic. Members of other racial and ethnic minorities with the diagnosis of spastic dysarthria are unlikely to be available for this research, but will be welcomed if available.

Recruitment will be focused through United Cerebral Palsy of Illinois, and through other care-giving agencies in Urbana, Champaign, Springfield, and Chicago. To the extent possible, all recordings will be acquired at the Speech and Hearing Sciences building, on the campus of the University of Illinois at Urbana-Champaign. If a subject is unable or unwilling to travel to Urbana, however, and especially if the subject is part of an under-represented group, recordings will be acquired in a location closer to the subject’s home using a portable computer and the portable AVICAR recording array.

f Vertebrate Animals

NA.
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